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	2. RELIABILITY & VALIDITY - SCIENTIFIC ACCEPTABILITY OF MEASURE PROPERTIES

	Extent to which the measure, as specified, produces consistent (reliable) and credible (valid) results about the quality of care when implemented. (evaluation criteria)
Measure testing must demonstrate adequate reliability and validity in order to be recommended for endorsement. Testing may be conducted for data elements and/or the computed measure score. Testing information and results should be entered in the appropriate field.  Supplemental materials may be referenced or attached in item 2.1. See guidance on measure testing.

	2a2. Reliability Testing. (Reliability testing was conducted with appropriate method, scope, and adequate demonstration of reliability.)

	2a2.1 Data/Sample (Description of the data or sample including number of measured entities; number of patients; dates of data; if a sample, characteristics of the entities included):  
Measure Validity

The measure performance was calculated from data collected using two different methods of collection:

-Automated electronic health record report

-Visual inspection of the medical record by professional data abstractors to capture the data elements to manually construct the performance

The data source was electronic health records in the ambulatory care setting. The data sample came from four sites representing community health centers serving primarily low-income and uninsured patients with multiple, complex needs in the Midwest region.

The sample consisted of 1,465 patient encounters. Visual inspection of the medical records was performed in 2009.

2a2.2 Analytic Method (Describe method of reliability testing & rationale): 

As referenced in the NQF Guidance on Measure Testing (2011), separate reliability testing of the data elements is not required if empirical validity testing of the data elements is conducted (e.g., if the validity of ICD-9 codes in administrative claims data as compared to clinical diagnoses in the medical record is demonstrated, then inter-coder or inter-abstractor reliability would not be required). Consequently, we are submitting validity testing results to demonstrate reliability for this measure.  

Measure Validity

Data from a performance report for the measure automatically-generated from the electronic health record (designed to collect the necessary data elements to identify eligible cases and calculate the performance score) were compared to data elements found and scores calculated manually on visual inspection of the medical record by trained abstractors. 

Data analysis included percent agreement at the denominator and numerator. 

2a2.3 Testing Results (Reliability statistics, assessment of adequacy in the context of norms for the test conducted): 

Measure Validity
Below are the results when comparing electronic health record automated report to visual inspection of the medical record.

Automated calculation of performance=80.5%

Manual calculation of performance=90%

Percentage Point Difference between Automated and Manual=9% 

The difference between scores results likely resulted from some confusion about the numerator inclusion criteria – which codes should be used and the timing of the CD4 counts. 

	2b. VALIDITY. Validity, Testing, including all Threats to Validity:    H FORMCHECKBOX 
 M FORMCHECKBOX 
 L FORMCHECKBOX 
 I  FORMCHECKBOX 


	2b1.1 Describe how the measure specifications (measure focus, target population, and exclusions) are consistent with the evidence cited in support of the measure focus (criterion 1c) and identify any differences from the evidence: 
The evidence is consistent with the focus and scope of this measure.

	2b2. Validity Testing. (Validity testing was conducted with appropriate method, scope, and adequate demonstration of validity.)

	2b2.1 Data/Sample (Description of the data or sample including number of measured entities; number of patients; dates of data; if a sample, characteristics of the entities included):  
Measure Validity
The measure performance was calculated from data collected using two different methods of collection:

-Automated electronic health record report

-Visual inspection of the medical record by professional data abstractors to capture the data elements to manually construct the performance

The data source was electronic health records in the ambulatory care setting. The data sample came from four sites representing community health centers serving primarily low-income and uninsured patients with multiple, complex needs in the Midwest region.

The sample consisted of 1,465 patient encounters. Visual inspection of the medical records was performed in 2009.

Face Validity

An expert panel was used to assess the face validity of this measure when it was re-evaluated in 2012. The full list of panel members is provided under the section Additional Information, Ad.1. Workgroup/Expert Panel Involved in Measure Development – 2012 (Measure Review) Panel.

2b2.2 Analytic Method (Describe method of validity testing and rationale; if face validity, describe systematic assessment):
Measure Validity
Data from a performance report for the measure automatically-generated from the electronic health record (designed to collect the necessary data elements to identify eligible cases and calculate the performance score) were compared to data elements found and scores calculated manually on visual inspection of the medical record by trained abstractors. 

Data analysis included percent agreement at the denominator and numerator.

Face Validity

Face validity of the measure score as an indicator of quality was systematically assessed as follows. After the measure was fully specified, the expert panel was asked to rate their agreement with the following statement:

The scores obtained from the measure as specified will provide an accurate reflection of quality and can be used to distinguish good and poor quality. Scale 1-5, where 1=Strongly Disagree; 3=Neither Agree or Disagree; 5=Strongly Agree. 

2b2.3 Testing Results (Statistical results, assessment of adequacy in the context of norms for the test conducted; if face validity, describe results of systematic assessment): 
Measure Validity

Below are the results when comparing electronic health record automated report to visual inspection of the medical record.

Automated calculation of performance=80.5%

Manual calculation of performance=90%

Percentage Point Difference between Automated and Manual=9% 

The difference between scores results likely resulted from some confusion about the numerator inclusion criteria – which codes should be used and the timing of the CD4 counts.  

Face Validity

The results of the expert panel rating of the validity statement were as follows: N=8; Mean rating=4.00 and 75.0% of respondents either agree or strongly agree that this measure can accurately distinguish good and poor quality.

The results of the expert panel rating of the validity statement were as follows:

Frequency/Distribution of Ratings

1(Strongly Disagree)-0 members

2-2 members

3(Neither Agree or Disagree)-0 members

4-2 members

5(Strongly Agree)-4 members 

	POTENTIAL THREATS TO VALIDITY.  (All potential threats to validity were appropriately tested with adequate results.)

	2b3. Measure Exclusions.  (Exclusions were supported by the clinical evidence in 1c or appropriately tested with results demonstrating the need to specify them.)

	2b3.1 Data/Sample for analysis of exclusions (Description of the data or sample including number of measured entities; number of patients; dates of data; if a sample, characteristics of the entities included):  
There are no exclusions in this measure. 
2b3.2 Analytic Method (Describe type of analysis and rationale for examining exclusions, including exclusion related to patient preference):  

N/A 
2b3.3 Results (Provide statistical results for analysis of exclusions, e.g., frequency, variability, sensitivity analyses):
N/A 

	2b4. Risk Adjustment Strategy.  (For outcome measures, adjustment for differences in case mix (severity) across measured entities was appropriately tested with adequate results.)

	2b4.1 Data/Sample (Description of the data or sample including number of measured entities; number of patients; dates of data; if a sample, characteristics of the entities included):
N/A 
2b4.2 Analytic Method (Describe methods and rationale for development and testing of risk model or risk stratification including selection of factors/variables):
N/A 
2b4.3 Testing Results (Statistical risk model: Provide quantitative assessment of relative contribution of model risk factors; risk model performance metrics including cross-validation discrimination and calibration statistics, calibration curve and risk decile plot, and assessment of adequacy in the context of norms for risk models.  Risk stratification: Provide quantitative assessment of relationship of risk factors to the outcome and differences in outcomes among the strata): 

N/A 
2b4.4 If outcome or resource use measure is not risk adjusted, provide rationale and analyses to justify lack of adjustment:  N/A 

	2b5. Identification of Meaningful Differences in Performance.  (The performance measure scores were appropriately analyzed and discriminated meaningful differences in quality.)

	2b5.1 Data/Sample (Describe the data or sample including number of measured entities; number of patients; dates of data; if a sample, characteristics of the entities included):  
CMS Physician Quality Reporting System:
The following information is from the 2009 and 2010 CMS Physician Quality Reporting System. In 2009, 92 eligible providers reported this measure, and in 2010, 96 eligible providers reported this measure. This represented 1,298 total instances in 2009, and 2,101 total instances in 2010. 

2b5.2 Analytic Method (Describe methods and rationale  to identify statistically significant and practically/meaningfully differences in performance):  

CMS Physician Quality Reporting System:
For the CMS PQRS Program, the mean performance rate was calculated from 1,298 total instances in 2009, and 2,101 total instances in 2010. 

2b5.3 Results (Provide measure performance results/scores, e.g., distribution by quartile, mean, median, SD, etc.; identification of statistically significant and meaningfully differences in performance): 

 CMS Physician Quality Reporting System:
For this measure, the average performance rate per eligible professional was 76.8% in 2009 and 83.9% in 2010. These numbers indicate there is continued room for improvement. 

	2b6. Comparability of Multiple Data Sources/Methods. (If specified for more than one data source, the various approaches result in comparable scores.)

	2b6.1 Data/Sample (Describe the data or sample including number of measured entities; number of patients; dates of data; if a sample, characteristics of the entities included):  
N/A 
2b6.2 Analytic Method (Describe methods and rationale for  testing comparability of scores produced by the different data sources specified in the measure):  

N/A 
2b6.3 Testing Results (Provide statistical results, e.g., correlation statistics, comparison of rankings; assessment of adequacy in the context of norms for the test conducted):  

N/A 

	2c. Disparities in Care:   H FORMCHECKBOX 
 M FORMCHECKBOX 
 L FORMCHECKBOX 
 I  FORMCHECKBOX 
  NA FORMCHECKBOX 
 (If applicable, the measure specifications allow identification of disparities.)

	2c.1 If measure is stratified for disparities, provide stratified results (Scores by stratified categories/cohorts): The measure is not stratified by patient groups or cohorts that could potentially be affected by disparities in care. NCQA has participated with IOM and others in attempting to include information on disparities in measure data collection. However, at the present time, this data is not coded in a standard manner and is incompletely captured. There are no consistent standards for what entity (physician, group, plan, and employer) should capture and report this data. While “requiring” reporting of the data could push the field forward, it has been our position that doing so would create substantial burden without generating meaningful results. We believe that the measure specifications should not require this unless absolutely necessary since the data needed to determine disparities cannot be ascertained from the currently available sources.
2c.2 If disparities have been reported/identified (e.g., in 1b), but measure is not specified to detect disparities, please explain:  

N/A

	2.1-2.3 Supplemental Testing Methodology Information:  
 

	Steering Committee: Overall, was the criterion, Scientific Acceptability of Measure Properties, met? 

(Reliability and Validity must be rated moderate or high)  Yes FORMCHECKBOX 
  No FORMCHECKBOX 
 
Provide rationale based on specific subcriteria:

	If the Committee votes No, STOP


See Guidance for Definitions of Rating Scale: H=High; M=Moderate; L=Low; I=Insufficient; NA=Not Applicable
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